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1. Introduction 

Raman scattering is not only applicable for structural characterization of molecular 
configuration and conformation in chemistry, but is also suitable for measuring physical 
characteristics of materials, such as temperature and stress. In Raman scattering, incident 
photons interact with optical phonons and exchange energy with those phonons. As a result of 
this interaction, the emitted photons have different frequencies from the incident ones. Raman 
signals generally produce a Gaussian or Lorentz peak in the spectrum. The peak intensity, 
wavenumber (Raman shift) and linewidth (full width at half maximum, or FWHM) of the 
Raman signal are tightly related to phonon emission, frequency and lifetime [1, 2]. 
Temperature variation of the material will affect the phonon distribution and as a 
consequence will perturb the Raman signals. When the temperature of a detected region goes 
up, the emitted Raman photon wavenumber will become smaller (softening), the intensity will 
decrease, and the linewidth will broaden. Raman thermometry is thus a methodology for 
measuring the temperature distribution and thermophysical properties of analyzed systems. 

Furthermore, due to its less invasive and nondestructive feature and high spatial 
resolution, Raman thermometry has been widely used to determine the temperature of 
complicated and highly compacted structures and devices [3, 4]. Song, et al. [3] studied the 
thermal stability of single-walled carbon nanotube (SWCNT) rings with the Raman shift 
method in the range of 80-550 K. Beechem, et al. [4] mapped both temperature and stress 
distribution simultaneously with Raman shift of functioning polysilicon microheater. Lundt, 



et al. [5] developed a micro-Raman thermometry with a spatial resolution of 280 nm by 
employing anatase TiO2 microparticles. 

Since the temperature of a studied system can be measured using Raman thermometry, the 
intrinsic thermal conductivity of the targeted material in the system can also be quantified. In 
popular 2D materials investigation, the thermal conductivity of a suspended thin layer of 
material can be determined from the correlation between input energy increase and resulting 
temperature increase, while the temperature rise is determined by variation in the Raman peak 
shift with a thermal coefficient from additional calibration. This optical based thermal 
properties characterization technique has become a common tool to study the thermal 
conductivity of Raman active 2D materials, such as graphene [6] and extended materials from 
graphene family [7, 8], silicon nano-membranes [9], TaSe2 thin films [10], and few-layer 
MoS2 [11]. 

Interface energy coupling also can be investigated with Raman thermometry. Yue, et al. 
[12] successfully used a combination of Raman spectroscopy and Joule heating to achieve 
nanoscale temperature mapping. Their approach revealed a large thermal interface resistance 
between graphene and SiC. To determine the temperature variation in their experiment, 
additional calibration of temperature coefficients of graphene and SiC were conducted from 
room temperature to 250°C. Tang, et al. improved Raman thermometry for interface energy 
coupling measurements by using two separated lasers: one for well-defined localized heating 
and one for Raman excitation and temperature probing [13, 14]. Naturally corrugated 
graphene on Si, SiO2, and SiC were studied respectively. It was determined that loose contact 
or point contact between the grapheme layer and the substrate was the main reason for low 
energy coupling at the interface. In Tang’s work, calibration for temperature coefficients of 
graphene and substrate materials was also carried out to determine the temperature during 
interface probing. 

With the decrease of the size of micro-devices, higher resolution temperature mapping 
techniques are critically needed. Near-field optical techniques make possible the scanning of 
delicate nanostructures with subwavelength resolution. Tang’s work [15–17] utilized different 
structures, such as silica nanoparticles and fibers, to focus the excitation laser into an 
extremely small size. In their work, the effect of temperature, stress and optical field on the 
Raman spectrum was de-conjugated. For the first time, the stress and temperature distribution 
was characterized successfully with 20 nm resolution. In a similar vein, Yue, et al. [18] 
employed an atomic force microscope tip to conduct near field heating and thermal probing at 
sub-10 nm resolution. The Raman laser acted as both the heating source and temperature 
probe. 

To precisely determine the temperature in the previously mentioned investigations of 
interface energy coupling, additional calibration was needed to build the relation between 
peak position, linewidth, intensity and temperature. Also precise knowledge of the amount of 
absorbed laser energy was needed for calculation of the temperature rise. Besides, other 
effects induced by temperature rise, like microstage shift, stress build-up in the sample holder 
due to extended heating, and the resulting out-of-focus effect, would all contribute to large 
measurement errors. The microstage shift and the out-of-focus effect induced the same trends 
of change in peak position, linewidth and intensity as those induced by temperature rise. They 
were rigorously treated and carefully removed in previous works [17, 19]. The stress effect 
could be de-conjugated from the difference between changes in linewidth and peak position. 

It is critical to develop a method to eliminate the aforementioned disadvantages, but still 
take advantage of the Raman thermometry’s unique features: high spatial resolution and the 
capability of distinguishing temperatures of materials in immediate contact. In this work, we 
will develop a new Raman technology to probe the temperature evolution of a sample under 
well-defined heating, and to determine the sample’s thermal diffusivity. The new Raman 
technology is inspired by the transient electro-thermal (TET) technique that was developed in 
our lab for effective thermal characterization of one-dimensional solid materials [20]. The 











rises more quickly. As the cantilever is approaching the steady state (longer te), the average 
temperature rise gradually becomes a constant and so as *Eω . 

 

Fig. 3. The evolution of the Si Raman peak against the increase of excitation/heating duty in 
the experiment. (a) Spectra per cycle under different excitation time of te: 0.24 ms, 

0.4 ms, 0.68 ms, 1.16 ms, 1.72 ms,  4.2 ms, and  
10 ms. As the excitation/heating time becomes longer, the Raman peak in one cycle increases 
and softens to the left. (b) Raman emission Eω (  to the left y axis) increase against te, but the 
rate eE tω∂ ∂ declines quickly at the beginning and then slows down to a constant. The 

normalized Raman emission *Eω  (  to the right y axis) decreases to a steady state value as te 

become longer. *Eω  directly illustrates that the Raman emission per unit time decreases against 

the heating time. (c) Raman linewidth variation against the excitation time. Although an 
increasing trend is observed for the linewidth against increased excitation time, large noises are 
observed in linewidth data due to the less sensivity of linewidth to temperature variation. So 
this data is less applicable for thermal diffusivity determination. (d) A clear decline in the 
wavenumber against te makes wavenumber ω a good property for detemining α of the 
cantilever. 

For the linewidth [Fig. 3(c)], although an increasing trend is observed against increased 
excitation time, the signal to noise ratio (SNR) is small due to the small variation of linewidth 
with temperature. For the wavenumber (Fig. 3(d)), it experiences quick decay because of the 
fast temperature increase at the beginning of the laser heating. During this period, the 
increasing rate of temperature is mainly determined by the heating rate since the heat 
conduction is weak. Along with the heating (longer te), thermal transport to the heat sink (the 
chip) becomes more important while the laser heating rate remains the same. Thus the heat 





At steady state ( t → ∞ ), the final temperature rise ssθ  has the expression of 
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The normalized temperature rise *θ  with respect to ssθ is 
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Considering the linear correlations between temperature rise and variations in Raman peak 
intensity, wavenumber and linewidth in a small range of temperature variation, the change of 
the Raman spectrum in the experiment can be evaluated by considering the evolution of *θ . 

5. Physical model and numerical reconstruction of Raman spectrum 

At any instant t during the excitation cycle, 0~te, the Raman signal emitting rate can be 
expressed as [assuming the Raman peak takes the Gaussian distribution, which usually holds 
up] 
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I(ω) is the Raman emission rate at frequency ω, and At is the rate at the Raman peak location 
ωt. Γt is the Raman linewidth. Note that At, ωt and Γt all depend on temperature, so they 
change with time t during the excitation cycle because temperature changes with t. The 
calibration in previous studies [13–15] reveals the linear temperature-dependent feature of Si 
Raman peak properties over a temperature range from 20 to 200 °C. Thus, in this work, this 
feature can be expressed as *

0 (1 )tA A Aθ= − , *
0t Bω ω θ= − , and *

0t CΓ Γ θ= + , where A0, 

ω0. Γ0 are the corresponding Raman properties at the beginning of laser heating (no 
temperature rise yet). Constants A, B, and C are the changing rate of the Raman intensity, 
peak location, and linewidth against the normalized temperature. The accumulative Raman 
emission (at wavenumber ω) for the entire excitation cycle from 0 to te can be obtained by 
integrating I(ω) over time as 
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In Eq. (6), the variable t and the parameter α can be grouped together as the Fourier 
number Fo (Fo = αt/L2). Thus, from Eqs. (6) and (8), we can tell that both temperature rise 
and Raman intensity depend on Fo. Substituting Fo into Eq. (8), the correlation between the 
excitation time and Raman spectrum has the expression of 
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where Foe = αte/L
2. For the Raman peak intensity variation against te as shown in Fig. 3(b), its 

increase against the excitation time carries the integration time’s effect. Instead of using the 
cumulative Raman emission for the entire excitation cycle, we use the time average for 



analysis. This is done by simply dividing the left term in Eq. (9) by Foe. The expression of 
this normalized intensity is 

 
e

* 2
* *0 0

e *0
e 0

4 ln 2 ( )
( , ) (1 )exp ,

( )

FoA B
E Fo A dFo

Fo C
ω

ω ω θω θ
Γ θ

 ⋅ − +
= − − 

+  
  (10) 

where *
e( , )E Foω ω  = Eω(ω, Foe)/Foe. The values of constants A0, ω0, Γ0, A, B, and C in Eq. 

(10), can be extracted from the normalized peak intensity, wavenumber, and linewidth 
variation against te (shown in Fig. 3) by evaluating the limit at te → 0 and te → ∞. However, 
because even the Raman spectrum with the shortest te inevitably has some heating effect, the 
extracted thermal properties and Raman scaling constants will deviate from the actual values. 
Thus these constants are refined to better approach the actual values which are then used for 
fitting experimental data. The refining process will be detailed in Section 6. They are finally 
determined as A = 0.31, ω0 = 507.22 cm−1, B = 3.7 cm−1, Γ0 = 11.06 cm−1, and C = 0.34 cm−1. 
Constant A0 is less important to us for we are only interested in the relative Raman intensity 
variation. 

Based on Eq. (9), the reconstructed Raman spectrum per cycle at different Foe is shown in 
Fig. 4(a). It is observed when Foe increases, the Raman peak shifts to the left (softening), the 
linewidth slightly broadens, and the Raman peak intensity increases largely as the 
excitation/collecting time becomes longer. Figures 4(b) and 4(c) show how the normalized 
Raman intensity and wavenumber vary with Foe. The normalized Raman intensity *Eω  

decreases with increased Foe. This is because when Foe is larger, the average temperature of 
the sample during that period is higher. As a result, the average Raman signal becomes 
smaller. Also we fit the reconstructed Raman peaks and determine their peak intensity and 
peak location at different Foe. The reconstructed *Eω  and ω show similar trends to the 

experimental results shown in Figs. 3(b) (the right y axis) and 3(d). However, how fast or 
slow they change with time depends on the thermal diffusivity of the sample. Foe here only 
gives a non-dimensionalized time. 

6. Thermal diffusivity determination based on ω and E* 

Although the Raman linewidth is directly related to temperature, the SNR for the linewidth 
measurement is too small to precisely determine the thermal diffusivity of the Si cantilever. 
Instead, we use the variations of the normalized Raman intensity and the peak shift for the 
thermal diffusivity determination. In the fitting process, the initial values of constants A0, ω0, 
Γ0, A, B, and C are directly read from the experimental data and substituted into Eq. (10). As 
mentioned above, some heating effect inevitably exists in the initial state of the experiment as 
we cannot make te extremely short while collecting sufficient Raman signal. The extracted 
initial values of those constants from Fig. 3(b) will deviate from their real values. Fine 
adjustment of them is then performed in determining the cantilever’s thermal diffusivity. If an 
extremely short te could be realized, the heating effect could be safely neglected and the A, B, 
and ω0 can thus be directly measured. The improvement of TD Raman technology with 
respect to shorten the excitation time will be pursued in near future. 



 

Fig. 4. (a) The evolution of the reconstructed Si Raman spectrum per cycle with the numerical 
method against the increase of Fourier number Foe (te): 0.028, 0.047, 

0.079, 0.14, 0.20,  0.49, and  1.17. The Raman peak in one 
cycle increases and softens to the left against the increased Foe. This echoes the one in Fig. 

3(a). (b) The decreasing trends of the normalized Raman intensity *Eω  and (c) the Raman shift 

ω against the Fourier number Foe well agree with the trends in the experiment. 

In the fitting process, ω0, A and B are scanned over a specified reasonable range. For each 
combination of ω0, A and B, based on Eq. (10), we reconstruct the Raman spectrum at 
different Foe, and obtain curves like those shown in Figs. 4(b) and 4(c). Note these curves do 
not have the time information yet. For each thermal diffusivity, the Foe can be converted to 
time, and the curves become time-related. Then these curves are compared with those 
experimental data in Figs. 3(b) and 3(d) using the least square method and obtain a deviation 
(σ: root mean square of differences) at the end of the comparison. A0 is not needed as we are 
only interested in the relative Raman intensity variation. Then we scan the thermal diffusivity 
from 5.05 × 10−5 m2/s to 12 × 10−5 m2/s with an increment of 1% each step. The whole fitting 
process is run to find the smallest σ and returns the corresponding ω0, A, and B, and α. 
Refining is also conducted on Γ0 and C, but it is observed that the extracted Γ0 and C is very 
close to their initial values due to temperature sensitivities. Thus their initial values read from 
Fig. 3(b) are directly used in the entire fitting process. The thermal diffusivity giving the best 
fit of the experimental data is taken as the property of the sample. The experimental data and 



best fitted curves for the normalized intensity and the wavenumber based on the Eq. (10) are 
shown in Figs. 5(a) and 5(b). 

 

Fig. 5. (a) Variation of normalized intensity against the excitation time. It decreases as te is 

increasing to a steady state value. The red curve with *Eω
α  of 9.17 × 10−5 m2/s best fits the 

experimental data based on the intensity method. (b) Wavenumber shift to the steady state 
against the excitation time. The best fitted curve with αω of 8.14 × 10−5 m2/s is shown red. 
Error bars in both figures show the uncertainty in the measurement, and curves with 10% 
deviation in both thermal diffusivities are shown in blue and green. They show obvious 
difference from the best fitted results indicating the sensitivity of the normalized Raman 
intensity method and wavenumber shift method, respectively. 

The normalized intensity decreases against the excitation time to the steady value. The 
best fitted curve with an *Eω

α  of 9.17 × 10−5 m2/s follows the trend of the normalized intensity 

in the experiment well. The uncertainty of the normalized intensity in the peak analysis is 
indicated by the error bars in Fig. 5(a). To illustrate the sensitivity of the normalized Raman 
intensity method, two curves of ± 10% variations in *Eω

α  are plotted in blue and green in Fig. 

5(a). Across the whole te span, a visible change is observed for these two curves compared 
with the best fitting results, indicating this method is sensitive to determine thermal 
diffusivity. Though these two curves of ± 10% variations in *Eω

α  could not cover all the 

measurement errors, they best limit the changing trend of the fitted curve to well follow the 







8. Thermal diffusivity determination based on total Raman emission 

Raman peak intensity is a typical property representing the Raman scattering efficiency of a 
material. However, with the existence of the incident light broadening, heating effects, 
surface refraction and reflection, and detector efficiency, additional references and 
calibrations are needed if the intensity is used to analyze the Raman emission [26, 27]. 
Furthermore, in the numerical model, the Raman spectrum is a complex composition of the 
peak intensity, the wavenumber and the linewidth. Each property will affect the determination 
of the other two. It is also very time consuming to reconstruct spectra for all excitation duties 
in the experiment. 

Instead of using the Raman peak intensity, the Raman peak area could be an alternative 
property to evaluate the total Raman emission over the whole peak range of wavenumber. In 
this section, we develop a simplified physical model on the basis of the total Raman emission 
to fit the thermal diffusivity of the Si cantilever. The Raman peak area is proportional to the 
product of the linewidth and the peak intensity in the Gaussian function. The Raman 
wavenumber shift does not affect the peak area evaluation. In experimental data processing, 
the normalization of the Raman peak area is first conducted to the excitation time. The 
normalized peak area indicates the average Raman emission per unit time in the excitation 
period. It is also related to the average temperature rise in the Si cantilever. The normalized 
total Raman emission, E*, is simplified as: 
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'
0A  is a multiple compensating for the difference in the peak area between the normalized 

experimental data and the average fitting result. It is determined by comparing experimental 
data with theoretical data at steady state. Similar to A0, 

'
0A  is less significant to us while the 

relative variation of the peak area is more useful. Constants 0Γ  and C are directly extracted 

from the linewidth variation of the experimental spectra, and take the values indicated above 
(Γ0 = 11.06 cm−1 and C = 0.34 cm−1). 

A and C are the changing coefficients of the normalized peak intensity and linewidth 
against the normalized temperature rise. Based on the A value extracted from Fig. 3(b), 
refinement is also conducted together with the determination α in the peak area fitting 
process. A is varied from 0.1 to 0.4 with an increment of 1%. For each A, α is scanned from 3 
× 10−5 m2/s to 12 × 10−5 m2/s. The best fitted values of A and *E

α  are 0.32 K−1 and 9.51 × 

10−5 m2/s, respectively, for constructing a theoretical curve that fits the experimental data best 
(Fig. 6). The value of A is very close to the one determined above based on the precise 
physical mode: 0.31 K−1. In Fig. 6, error bars indicate the peak area measurement uncertainty 
and the blue and green curves with 10% deviation in α illustrate the sensitivity of the total 
Raman emission method. 

Compared with the reference value in Section 6, *E
α  from the total Raman emission 

method has a 10% deviation from αref. *E
α  has a larger error than those from the intensity 

method and wavenumber method because it is the product of Raman intensity and linewidth. 
Errors of the normalized intensity and linewidth will be combined together during thermal 
diffusivity determination based on the peak area method. The advantage of the peak area 
fitting method (or total Raman emission method) is that it provides a quick way to determine 
the thermal diffusivity of a material. The peak area method utilizes the linewidth variation 
against the excitation time. No other information is needed for the Raman wavenumber and 
shift. Thus, it avoids the Raman spectrum re-construction, which is very time consuming. 



 

Fig. 6. The experimental data fitting based on the peak area with the best fitted curve with 

*Eα  = 9.51 × 10−5 m2/s. The measurement uncertainty is shown using error bars. The 

sensitivity of the total Raman emission method to α is shown with α = 8.56 × 10−5 m2/s and α = 
10.47 × 10−5 m2/s, respectively. A visible deviation is observed from the best fitted result when 
α changes with 10%. 

9. Conclusion 

In this work, a time-domain differential Raman technology was successfully developed for 
characterizing thermal transport in a tipless Si cantilever along the length direction. A 
physical model was first developed for describing the temperature evolution in the cantilever 
against the increased heating time. The variation of the Si Raman spectrum was also 
correlated with the normalized temperature rise through developing a precise physical model 
for Raman spectrum reconstruction. The thermal diffusivity of the cantilever was determined 
at 9.17 × 10−5, 8.14 × 10−5, and 9.51 × 10−5 m2/s by fitting the variation of Raman peak 
intensity, wavenumber, and peak area against heating time. To evaluate this new technique, 
the real temperature rise (timely-and-spatially averaged for the thermal diffusivity) was 
calculated at 14 K. The corresponding reference thermal diffusivity αref is 8.66 × 10−5 m2/s. 
All three determined results were very close to the reference value. The deviation was 
induced by the inaccurate definition of the initial state and the heat induced deflection and 
out-of-focus effect. The most important advantage of the TD Raman technique is that the 
specific temperature of the sample at any instant is not needed to study thermal transport. 
Only the normalized variation of the temperature rise is needed. Thus no calibration was 
conducted in this work. The normalized variation in the Raman intensity and wavenumber 
can be directly and accurately analyzed to determine the thermal diffusivity of the sample. 
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